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In this paper, bankruptcy prediction has been determined an important and widely studied
topic. The goal of this study is to predict enterprise insolvency before the bankruptcy using
artificial neural networks, to enable all parties to take remedial action. Artificial neural
networks are widely used in finance and insurance problems. Generalized Regression
Neural Network (GRNN) is used to evaluate the predictor variable used to predict the
insolvency. The most important predictor variable influencing insolvency is consistently
having the largest regression. Results showed that the most affecting factor in enterprise
insolvency evaluation is the net income, total equity capital, cost of sales, sales, cash flows
and loans. The Feed-forward back propagation neural network is used to predict the
bankruptcy. The results of applying feed-forward back propagation neural network
methodology to predict financial distress based upon selected financial ratios show abilities
of the network to learn the patterns corresponding to financial distress of the enterprise.
Atrtificial neural networks show significant signs for providing early warning signals and
solvency monitoring. The proposed neural network is evaluated using confusion matrices.
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The introduction

Bankruptcy prediction has been an important
and widely studied topic. The prediction of the
likelihood of failure of a company given a number
of financial measures, how soon an “ill” business
can be identified, possibility of identifying the factors
that put a business at risk — these are of main interest
in company lending. Recently researchers have used
neural networks as a bankruptcy classification models.
Artificial neural networks showed accurate results as
discriminant analysis to early detect enterprise
failures.

Analysis of last researches and publications

Beaver, Altman, Williams and Goodman,
Sinkey and Altman, Haldeman and Narayanan have
used discriminant analysis to solve bankruptcy
prediction problem. Kaski, Sinkkonen and Peltonen
introduced a method for deriving a metric, locally
based on the Fisher information matrix, into the
data space. A self-organizing map (SOM) is
computed in the new metric to explore financial
statements of enterprises. The metric measures local
distances in terms of changes in the distribution of
an auxiliary random variable that reflects what is
important in the data.
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Setting objectives and the purpose of the study

The goal of this paper is to evaluate the predictor
variable used to predict the insolvency using
Generalized Regression Neural Network (GRNN).
Also the focus of this paper is to employ two data
mining tools, namely backpropagation multi-layer
perceptron (MLP) and the radial basis function
network (RBFN), to quantitative bankruptcy
prediction, since the backpropagation neural networks
have played an important role for classification
problems.

Presentation of the main material of research

An artificial neural network (ANN) is a
computational model that attempts to account for
the parallel nature of the human brain. An (ANN)
is a network of highly interconnecting processing
elements (neurons) operating in parallel. These
elements are inspired by biological nervous systems.
As in nature, the connections between elements
largely determine the network function. A subgroup
of processing element is called a layer in the network.
The first layer is the input layer and the last layer is
the output layer. Between the input and output layer,
there may be additional layer(s) of units, called
hidden layer(s). Fig. 1 represents the typical neural
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network. You can train a neural network to perform
a particular function by adjusting the values of the
connections (weights) between elements.
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weight matrix 1

hidden layer
weight matrix 2

output layer

output values

Fig. 1. A typical neural network

For the researcher and the financial analyst,
the main advantage of ANN:S is that there is no need
to specify the functional relation between variables.
Since they are connectionist-learning machines, the
knowledge is directly imbedded in a set of weights
through the linking arcs among the processing nodes.
In order to train a neural network properly one needs
a large set of representative “good quality’ examples.
In the case of bankruptcy problems, the researcher
should be cautious when drawing conclusions from
neural networks trained with only one or two hundred
cases, as observed in most previous studies.

The GRNN was applied to solve a variety of
problems like prediction, control, plant process
modeling or general mapping problems. General
regression neural network Specht and Nadaraya does
not require an iterative training procedure as in back-
propagation method.

The GRNN is used for estimation of continuous
variables, as in standard regression techniques. It is
related to the radial basis function network and is
based on a standard statistical technique called kernel
regression. By definition, the regression of a
dependent variable y on an independent x estimates
the most probable value for y, given x and a training
set. The regression method will produce the estimated
value of y, which minimizes the mean-squared error.
GRNN is a method for estimating the joint
probability density function (pdf) of x and y, given
only a training set. Because the pdf is derived from
the data with no preconceptions about its form, the
system is perfectly general. Furthermore, it is
consistent; that is, as the training set size becomes
large, the estimation error approaches zero, with only
mild restrictions on the function. In GRNN, instead
of training the weights, one simply assigns to w; the
target value directly from the training set associated

with input training vector i and component j of its
corresponding output vector.

Table 1 presents the financial ratios which are
considered as predictor variables used in the study
[1]. The first three predictor variables are liquidity
ratios, whilst the fourth measures the self-financing
capacity of the bank. Ratios five, six and seven relate
profit to various items on the balance sheet. Ratio
nine relates the cost of sales to sales and ratio nine
relates the cash flow of the bank to the debts.

Table 1
Predictor variable of datasets

S. No Predictor Variable Name
1 Current assets/total assets
2 Current assets-cash/total assets
3 Current assets/loans
4 Reserves/loans
5 Net income/total assets
6 Net income/total equity capital
7 Net income/loans
8 Cost of sales/sales
9 Cash flow/loans

Both MLP (backpropagation multi-layer
perceptron) and RBFN (radial basis function
network) are multi-layer neural networks and can
be trained by the backpropagation algorithm |[2].
Additionally, MLP and RBFN have been also widely
used in other fields, such as function approximations
and management sciences [2, 3].

The generalization ability of the
backpropagation MLP and RBFN are examined by
the holdout method [2], which is a common
technique for assessing the classifier accuracy. In
the holdout method, 80% and 20% of the given data
are randomly partitioned into a training set and a
testing set, respectively. Subsequently, the training
set and the testing set are employed to construct a
backpropagation neural network and are used to
estimate classifier accuracy, respectively.

Using the holdout method, 80% of the 77
selected firms (i.e., 61 firms) and 20% of those (i.e.,
16 firms) are randomly partitioned into a training
set and a testing set, respectively. Actually, the
holdout method is repeated five times by the random
subsampling. Thus, the overall estimated accuracy
is equal to the average of the accuracies obtained by
individual iterations.

Additionally, for a backpropagation MLP and
an RBFN, there is no upper or lower limits to the
size of a training data set. Moreover, they cannot
explicitly interpret which variables are influential
factors for the output [4]. For the probit method,
this approach can present a crisp relationship between
explanatory and response variables of the given data
from a statistical viewpoint and does not assume a
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Table 2.

Comparisons of three classification models

Aspect . Method
Profit Back Propagation MLP RBFN
Theory Based Possibility theory Neural network Neural network
I/O Relationship Crisp function Block box Zero-order Sugeno fuzzy inference system
Statistical Assumption Yes No No
Data Requirement More Less Less
Training Time None More More

multivariate normality. In particular, the probit
method assumes that the cumulative probability
distribution is the standardized normal distribution
[5]. The differences between the probit method, the
backpropagation MLP and the RBFN are briefly
summarized in Table 2 [2,4,5,6]. It can be seen that
the drawback of the backpropagation MLP and the
RBFN is the fact that they take a lot more time
generating a nonlinear mapping. Nevertheless, they
have the attractive advantage of not requiring any
statistical assumptions.

The experimental results are further analyzed
as follows:

1. In comparison with the discriminant analysis,
it seems that the probit method is a promising
multivariate technique that should be given
considerable consideration when solving real
problems like bankruptcy prediction.

2. It is seen that a RBFN is superior to the
other methods. This may demonstrate that the RBFN
can perform excellent approximations for curve fitting
problems. The analytical results may lead to the
potential applicability or related methodological
development of the nonlinear regression tools
considering non-additivity of the interaction among
attributes, such as fuzzy rule-based systems, in the
bankruptcy prediction.

Actually, the backpropagation MLP and a
RBFN are powerful tools because of their nonlinear
and nonparametric adaptive-learning properties and
there being less constraint on the number of
observations. Although an advantage of the
multivariate techniques is to indicate which variables
are influential, due to each method having its unique
advantages, decision makers should select an
appropriate tool to solve the problems they face.

Conclusions and recommendations for further
research

Results showed that the most affecting factor
in enterprise insolvency evaluation is the net income,
total equity capital, cost of sales, sales, cash flows
and loans. It is also aimed to predict enterprise
insolvency before the bankruptcy using feed-forward
back propagation neural network. The results of
applying the supervised neural network in
classification of financial distress based upon the
selected financial variables showed that artificial

neural networks are able to learn the patterns
corresponding to financial distress of the enterprise.
Even with the limited data used in this study, artificial
neural networks showed significant signs for providing
early warning signals and solvency monitoring.

The improvement in generalization ability of
the backpropagation MLP will be taken into account.
It is known that too few training patterns or too
many weights in a network may result in poor
generalization ability [9]. Other than these principles,
several useful methods proposed to construct a
network for improving generalization can be found
in, and will be considered in the future works.
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IITYYHI HEIPOHHI MEPEXI K CYYACHUI
IHCTPYMEHT JIJI1 IPOTHO3YBAHHS
®IHAHCOBOI'O CTAHY IIIIIPUEMCTB 1
MMOBIPHOCTI iX BAHKPYTCTBA

M’awun B.I., Tonuap JI.A.

Y cmammi nokazano, wo npoeno3yeanna 6ankpymemea €
8aJCAUBOIO | AKMYANLHOIO MeMOI0 0451 6Y0b-K020 20CN00apHOHH0-
20 cyb’ekma. Memoro docaidxnceHHs € ananiz mMemodie NpPocHoO3y-
6aHHs OaHKpymcmea nionpuemcme 0o ix 6anKpymcmea 3 eUKopu-
CIMAHHAM WMYHHUX HelpoHHUX mepexc. IlImyuni Hetiponni mepesnci
WUPOKO BUKOPUCMOBYIOMbCS 8 NUMAHHAX (DIHANCIG, CIMPAXYBAHHS
ma 015 oyiHIBaHHS QIHAHCOB020 CMAHY niOnpuemcme. Y3aeanvHe-
Ha peepecusHa HetiporHa mepexca (GRNN) natibinbuw uacmo euxo-
pucmogyemocsi 0451 OUIHIOBAHHS UMOGIpHOCMI OanKkpymcmea
nionpuemcms. Pezyabmamu docaidicenHs nokaszaiu, wo Hauobinbu
BHAUYUWUM YUHHUKOM 8 OUiHYI OAHKPYMCMEa NIONpUEMCmea € 4ic-
mutl 0oxio, 3aeanvrull 6AACHULl Kaniman, cobieapmicms npodaicis,
00csie eupyuku, epoulosi nomoku i kpeoumu. /lis npoeHo3y8auHs
banKpymcemea HaliOinbul 4acmo 8UKOPUCMOBYEMbCA HEUPOHHA Me-
pesca 3i 360pOmMHUM NOWUPEHHAM nomuaku. Pezyromamu 3acmo-
CYBAHHS MemOo00402ii HellpOHHOI Mepedci 3i 360pOMHUM NOWLUPeH-
HAM NOMUAKU 051 NPOSHO3YB8AHHS (DIHAHC08020 OAHKPYMCMEA HA
0CHO6i 00panux (inancosux KoegiyieHmie NoKazyms NOMeHYiuHi
MOJCAUBOCMI HEUPOHHUX Mepedc GUBUAmuU 3aKOHOMIPHOCHI,
6i0n06IioHI ¢hinarncosii HecnpomodcHocmi nionpuemcmea. llmyuni
HeUpoHHI Mepedci Marmo 3HAYHI MOJNCAUBOCMI K 045 3abe3neyeH-
HS MOHIMOPUH2Y NAAMOCHPOMONCHOCII nionpuemcme, max i 04s
PAHHBO2O NONepeddceHHs ix bankpymemea.

KimouoBi cioBa: mtyyHi HeilpoHHiI Mepexi; HelipoHHa
Mepexa i3 3BOPOTHUM PO3MOBCIOKEHHSIM TMOMUWJIKU; aHali3
(hiHaHcoBoro GaHKpPYTCTBA MiANPUEMCTBA.

NCKYCCTBEHHBIE HEMIPOHHBIE CETH KAK
COBPEMEHHEIN MHCTPYMEHT JIJI4
IMPOTHO3MPOBAHIA ®UUHAHCOBOI'O COCTOAHNUA
OPEINPUATHI U BEPOITHOCTH X BAHKPOTCTBA

Mzavun B.T., ITonuap JI.A.

B cmamve noxazano, umo npoero3upoeanue 6aHKpomcmea
A6A5eMCsl 6ANCHOU U AKMYAAbHOU MeMOU 045 1100020 X035Ucmey-
toujeeo cybsexma. Lleavio uccaedosanus sanemcess aHaruz memo-
006 npoeHO3Upo8aHUs GaHKpomcemea npeonpusmuil 0o ux 6aHKpom-
cmea ¢ UCNoAb308AHUEM UCKYCCMBEHHbIX HeUpoHHbIX cemell. Hc-
KyccmeenHtble HellpoHHble cemu WUPOKO UCHOAb3YIOMCS 8 BONPOCAX
¢hunancos, cmpaxosanus u 045 OUeHKU PUHAHCOB020 COCMOSHUS
npednpusmui. Ob6obwenHas peepecCUOHHAS HEUPOHHAS Cemb
(GRNN) Hauboaee wacmo ucnoav3yemcs 045 OUeHKU 6ePOSMHOCIU
b6ankpomemea npeonpusimuil. Pezyasvsmamol uccaedosanus nokasa-
AU, YMO Haubonee 3HAHUMbIM PAKMOPOM 6 OueHKe OaHKpomcmea
npednpusmus s16a51emcs yucmolii 00xo0, oowuil co6cmeeHHblll Ka-
numan, cebecmoumocms npodasic, 06séM 8bIPYUKU, OCHENCHble NO-
moku u kpedumol. Jns npoeHo3uposanus baHKkpomemea Haubonee
4acmo UCHOAb3Yemcs HeUPOHHAS. cemb ¢ 00PaAMHbIM pACnpoCmpa-
HeHuem ouuoKu. Pezyromamesr npumerenus memooosouy HetupoH-
HOU cemu ¢ 00pamHbIM pacnpoCmMpaHeHuem ouuoKy 0 RPoSHO3U-
POBAHUS (PUHAHCOB8020 DAHKPOMCMBA HA OCHOBe BbIOPAHHBIX (hu-
HAHCOBbIX KOIDPUUUEHMOB NOKA3BIGAIOM NOMEHUUANbHbIE B03MOIC-
HOCMU HEeUPOHHbIX cemell U3y4amp 3aKOHOMEPHOCMU, COOMEEmCcmeay-
rouue uHaHcoeoll HecocmosimensHocmu npeonpusmus. Mckycem-
BeHHble HelPOHHble cemu 001a0arom 3HAYUMENbHLIMU B03MOICHO-
cmAMU Kak 045 obecneveruss MOHUMOPUHea NAAMeNcecnocooHocmu
npednpusmuil, max u 015 paHHe2o npedynpercoeHus ux 6aHKpom-
cmea.

KiioueBbie clioBa: MCKYCCTBEHHbIE HEHPOHHBIE CETH;
HeWpOHHAsI CeTb ¢ OOpaTHBIM PACIPOCTPAHEHUEM OLIMOKH;
aHaju3 GUHAHCOBOIO GAHKPOTCTBA MPEATPUITHSI.
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